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Background
• Visual Attention (Human Eye Fixations) - select 

information from visual input, where redundant 
information is filtered out 

• Saliency model  
- Eye fixation prediction  
- Salient object detection



Motivation
• Previous studies of saliency detection  

- use hand-crafted features  
- contrast inference mechanisms  
- contrast integration  

• To design powerful hand-crafted features and contrast 
inference mechanisms  
- domain-specific knowledge required  
- lack of understanding of the biological knowledge of 
human visual attention  
 
→ Learn optimal features and contrast inference 
mechanism from image data by itself 



Problem formulation
• Input : Image 

• Output: Eye fixation maps



Outline
• Related work

• Eye fixation prediction Framework 

• SDAE 

• Learning stage 1 - Learning Feature Representation 

• Learning stage 2 - Learning mechanism for Contrast Inference 
and Integration  

• Experiments 

• Conclusion



Related work
• Local contrast-based method - computing the 

contrast of an image location against its local and 
small neighbourhood  

• Global contrast-based method - rarity of locations 
over the entire image for saliency prediction 

• Combined local and global contrasts 
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Eye fixation prediction 
Framework



SDAE - Stacked denoising 
autoencoders

• Autoencoder - one type of neural network  

•  capture the informative hidden patterns and obtain 
powerful representation 

• Goal 

• retain a significant amount of information from the 
original input 

• learned feature is sparse enough for powerful 
representation 



SDAE - Stacked denoising 
autoencoders (cont.)

• Framework of auto encoder 

• stochastic mapping  

• encoder procedure  -  
nonlinear mapping function 

• decoder procedure -  
nonlinear mapping function encoder 

decoder 



SDAE - Stacked denoising 
autoencoders (cont.)

• Loss function  
 
 
 
enhance the probability of 
linear separability  
→ add sparsity constraint  



SDAE - Stacked denoising 
autoencoders (cont.)

• Framework of SDAE 



Learning stage 1 - Learning 
Feature Representation 

• Train SDAE 

• Randomly select 300 square image patches with 
the size of 8 × 8 pixels from each training image 

• Concatenate all the pixel values in each color 
channel



Learning Stage 2: Learning Mechanism 
for Contrast Inference and Integration  

• Contrast - the most significant factor to direct free-
viewing visual attention 

• Contrast inference - limited understanding of 
human attention mechanism  
→ abstract informative patterns hierarchically by SDAE  
→ learn complex mapping relations between the designed 
CS pair input data and its eye fixation labels 

• Contrast inference and integration are addressed 
jointly in second learning stage

CS pair - center surrounding pair



Learning Stage 2: Learning Mechanism for 
Contrast Inference and Integration (cont.)

• Crop each square image patch with the size of 8 × 
8 pixels centered at position of local maximum with 
its surrounding patches as one CS pair for 
generating positive examples (trained in different 
scale - 8,24,48) 

• Image patches in each CS pair are represented by 
the features learned in the first learning stage 

• Train SDAE



Learning Stage 2: Learning Mechanism for 
Contrast Inference and Integration (cont.)

• Final saliency map is calculated by averaging each 
pixel from the saliency maps in three scales
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Experiments
• Publically available benchmark eye tracking datasets  

 → (MIT) dataset,Toronto dataset, Cerf dataset 

• Evaluation metrics - AUC 
→ varying the quantization threshold within the range 
[0, 255] 



Experiments(cont.)
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Experiments(cont.)



Experiments(cont.)



Conclusion

• Suffer sufficient training data 

•  Used concepts from contrast inference 
mechanism 


